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Conceptualizing models helps to 

understand what one needs to do

but also to explain to others what

one has done!



Theorethical-Rpackage-

paper-20% worth work:

A new package to compare 

with the others I 

mentioned before about 

animal movement



Generalized Linear Models

http://r-eco-evo.blogspot.com/2017/05/generalized-linear-models.html

http://spatialecology.weebly.com/r-code--data/category/glm

(continued!)

http://r-eco-evo.blogspot.com/2017/05/generalized-linear-models.html
http://spatialecology.weebly.com/r-code--data/category/glm


There are other even more general families, like Quasi-Poisson and Quasi-Binomial, or the 

Tweedie distribution (several of the above are special cases of the Tweedie). 

• Continous data: Gaussian

• Continous data, strictly positive or with variance proportional to mean: Gamma

• Count data: Poisson 

• Overdispersed count data (var>mean) : Negative Binomial

• Presence/Absence data: Binomial

• Underdispersed count data (mean>var, rare): Binomial

• Number of successes in n trials: Binomial

How to choose the distribution family in a GLM (or GAM): it’s related to the 

type of response data involved, particularly related to the values that the 

response variable can take.

Ver Hoef, J. M. & Boveng, P. L. 2007 Quasi-poisson vs. negative binomial regression: how should we model overdispersed count data?  Ecology

88: 2766-2772



http://ugrad.stat.ubc.ca/R/library/statmod/html/tweedie.html

http://ugrad.stat.ubc.ca/R/library/statmod/html/tweedie.html


The sequence of procedures to implement a GLM is, in general, 
relatively straightforward:

• Choose the specific GLM to consider
– Distribution family
– Link function

• Exploratory analysis and selection of independent variables
• Fit model and possibly sub-models
• Comparing sub-models
• Select final model for inferences
• Validation, Inferences, prediction

Implementing a GLM

Regression & GLM



An example GLM

The code above simulates and plots data that 

really comes from a model that is 

a Poisson GLM!

(look in FENIX for file “A10code.R” under file Aula10 16 10 2019 …. am I nice or what ?)



OK, now… lets fit models to the data!







This is already about… model selection!

(stay tuned!)



MODEL ASSESSMENT 

& 

MODEL SELECTION



We can compare different models based on several sets of tools:

Advantages Disadvantages

Goodness-of-fit, R2, Deviance

Hypothesis tests

Information theory
AIC, BIC

Cross-validation

Represents explained 
variance

Can be very dependent on 
under or over fitting

Hierarchical structure Reduced robustness and 
power; requires nested models

Looks for parsimony; balance complexity 
and fit

Generic / black box

Assess prediction ability
Ad hoc / 

Computationally 
intensive

Example: leave-one-out cross validation: for each observation (1) we remove it from the sample, (2) re-fit the model  

(3) predict the observation that was left out (4) look at overall prediction errors

Regression & GLM



The deviance ... (em PT a desviância… say whati ?!?)

D = -2(LL proposed model – LL saturated model)
=   2(LL saturated model – LL proposed model)

is 2 times the log of the likelihood (a.k.a. log-likelihood, LL) ratio 
of a model compared to the corresponding saturated model 
(i.e. with as many parameters as observations!).

This difference reflects the quality of the fit

In GLMs we often compare the residual deviance with the 
model’s deviance.

Regression & GLM



Null Deviance = 2(LL(Saturated Model) - LL(Null Model)) 
df = df_Sat - df_Null

Residual Deviance = 2(LL(Saturated Model) - LL(Proposed Model)) 
df = df_Sat - df_Res

Saturated Model – model with as many parameters as observations. 

Null Model – a single parameter model (i.e. a global mean).

Proposed Model – typically, it has p parameters (1 intercept + p-1 independent 
variables).

Regression & GLM



A small Null Deviance means that a model with a single parameter is 
good enough to explain the data

If the Residual Deviance is small, then the proposed model is a good 
descriptor of the data

H0: the two models (1 parameter vs. p parameter model) are 
equivalent

The difference between deviances is tested formally using a test 
statistic that follows a qui-squared distribution

(Null Deviance - Residual Deviance) has a qui-squared distribution 
with p degrees of freedom, under H0

Null Deviance = 2(LL(Saturated Model) - LL(Null Model))

Residual Deviance = 2(LL(Saturated Model) - LL(Proposed Model)) 

Regression & GLM



Residual Deviance should be small (compared to the Null Deviance)

Null Deviance - Residual Deviance 

Null Deviance = 2(LL(Saturated Model) - LL(Null Model)) df = N-1

Residual Deviance = 2(LL(Saturated Model) - LL(Proposed Model)) df = N-p

χ2 df = (N-1)-(N-p)=p-1

Deviance test H0: simpler model is enough to describe the data



Null Deviance = 2(LL(Saturated Model) - LL(Null Model))

Residual Deviance = 2(LL(Saturated Model) - LL(Proposed Model)) 



It is a measure of relative model fit (i.e. of parsimony), reflecting the quality of 
the fit to a given data set

One component penalizes complexity, the other evaluate how good the fit is

It’s a good tool for model selection: the lower the AIC, the better the model

The AIC is based on Information theory – it provides a measure of the relative 
amount of information (contained in the data) is lost when a given model is used

AIC is not an absolute measure of fit, and therefore it is only good to compare 
between models – it provides no evidence about whether the best model of the 
set is really any good!

AIC - Akaike Information Criterion (in R: AIC)

Aho et al. 2014 Model selection for ecologists: the worldviews of AIC and BIC Ecology 95: 631-636

AIC= 2k - 2LL (k=number of parameters, LL log likelihood)



Some possibilities:

• Forward selection

• Backward elimination

• Stepwise methods (also can be used using information 

theory methods e.g. step AIC)

Model selection



A GLM example





Note function 

anova
over a 

glm
object does an 

Analysis of Deviance



Deviance test H0: simpler model is enough to describe the data

reject

do not reject



Há diversas metodologias de seleção de modelos.

Frequentemente, os modelos podem ter um número muito elevado 
de termos, devido às interações entre variáveis explicativas. 

As metodologias mais utilizadas são procedimentos iterativos de 
avaliação multi-etápica, com base em critérios como o AIC ou 
indicadores equivalentes, uma vez que outros (e.g. R2, deviance) 
são extremamente sensíveis em relação ao número de parâmetros 
e ao número de observações.

Regression & GLM



Variável resposta, ou dependente, 

que tentamos explicar à custa

das variáveis independentes

Regression & GLM



Antes de começar qualquer exercicio de modelação, explorar as relações entre as variáveis

Regression & GLM



A multiple regression model

a densidade em função de todas 

as outras variáveis 

Variáveis cujo coeficiente é 

significativamente diferente de 0, 

ou seja, que parecem influenciar 

a variável resposta 

Regression & GLM



Regression & GLM



Diagnostic plots (obtêm-se fazendo o plot do modelo)  

Regression & GLM



regressão e MLG

Histograma dos resíduos



regressão e MLG

Same data, now a Poisson GLM



regressão e MLG


